
Sparse Learning with CART
Jason M. Klusowski

Princeton University, Operations Research and Financial Engineering

Objectives

• When do decision trees adapt to the sparsity of a
predictive model?

Introduction

• Training data

D = {(X1, Y1), . . . , (Xn, Yn)}, (Xi, Yi) ∈ Rd × R
• Predictor for decision tree T

Ŷ = Ŷ (T,D)

• Prediction error

Err(Ŷ (T )) = E(X′,Y ′)[(Y
′ − Ŷ (X′))2]

for independent copy (X′, Y ′)

CART decision trees

• CART [1] methodology based on recursively minimiz-
ing impurity

• For regression, impurity in node t ∈ T is

∆̂(t) =
1

N(t)

∑
Xi∈t

(Yi − Y t)
2,

where N(t) = #{Xi ∈ t} and Y t = 1
N(t)

∑
Xi∈t Yi

• Optimal direction ̂ and split point ŝ obtained by max-
imizing reduction in impurity

∆̂(s, t) = ∆̂(t)− N(tL)

N(t)
∆̂(tL)− N(tR)

N(t)
∆̂(tR),

where

tL = {X ∈ t : Xj ≤ s}, tR = {X ∈ t : Xj > s}
are left and right child nodes

• Tree output Ŷ (x) = Y t for x in terminal node t

Main results

• Consider pruned tree

T̂ ∈ arg min
T�Tmax

{1

n

n∑
i=1

(Yi − Ŷ (Xi))
2 + α|T |

}
,

where Tmax is fully grown tree, temperature α =
Θ((d/n) log(n/d), and |T | is # of terminal nodes

Theorem

Suppose X is uniformly distributed on [0, 1]d and

Y =
∑
j

gj(Xj)

is a sparse additive model with d0 � d smooth com-
ponent functions gj(·), where each function is not too
locally ‘flat’. Then,

lim sup
n

Err(Ŷ (T̂ ))

((d/n) log(n/d))Ω(1/d0)

a.s.
= O(1).

Proof idea

• Reduction in impurity ∆̂(ŝ, t) can be written as

∆̂(t)× ρ̂ 2(Ŷ , Y |X ∈ t),

where ρ̂ = ρ̂ (Ŷ , Y |X ∈ t) is Pearson correlation
between response data Y and optimal decision stump

Ŷ = Y L 1(X̂ ≤ ŝ) + Y R 1(X̂ > ŝ)

• Training error bound

1

n

n∑
i=1

(Yi − Ŷ (Xi))
2 ≤ V̂ar(Y ) exp(−K ×min

t
ρ̂ 2 ),

where K = Θ(log2(n)) is tree depth and
lim infn mint ρ̂

2 = Ω(1/d0) a.s.

Experiments
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Figure: Boston housing dataset [1] (d0 = 10 and n = 506) with
d− d0 noisy features added. Plot shows prediction error of pruned
CART vs. cross-validated k-NN as d varies.

Conclusion

• CART adapts to underlying sparsity, whereas kernel
methods with nonadaptive weights (like k-NN) suffer
from curse of dimensionality
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